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1 Introduction

In the Zeno project at GMD, we are investigating computational models of deci-
sion making in groups. In the spirit of the Pleadings Game [6], we are planning
to implement a mediating system for decision making procedures. The purpose of
the system is to regulate the rights and obligations of each group member in the
process of decision making, to identify illegal moves in the language game, and thus
to promote fairness of the process.

The Pleadings Game is a mediating system for a particular kind of procedure:
identifying the issues of a legal conict. In contrast, the Zeno system will be a
generic tool for implementing a class of mediating systems. To test the generality
of Zeno, we will implement three prototype applications: 1) a reconstruction of the
Pleadings Game; 2) a system for supporting the negotiation of contracts; and 3) a
system for mediating the planning deliberations of a city council. Pleading is a two-
party adversarial process, where the goal is to identify the issues of a legal conict.
Contract negotiation is a two-party cooperative process, where the parties have
equivalent roles. The city council scenario is an example of group decision making
with a more di�erentiated role structure; e.g. the mayor has more power than the
other council members.

We view group problem solving and decision making as regulated theory con-
struction. To design a mediating system, choices have to be made at three layers.
The foundation, or bottom layer, is the choice of logic. The logic speci�es the notion
of theory to be used. It provides a language for expressing theories and a derivability
relation specifying whether or not some proposition is in the theory. The next layer
de�nes the moves of the group decision-making procedure. Basic moves include ad-
ding and deleting propositions from a theory. In the envisioned applications there
are more abstract moves, such as making claims, arguments, and o�ers. Finally, at
the highest level, the rules of the decision-making procedure are stated. This is the
level which distributes rights and obligations, such as the burden of proof. Whereas
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the second level de�nes the space of possible moves, the top level de�nes what is
permissable.

In this extended abstract, we will focus on the bottom layer and present a new
logic for defeasible qualitative decision making. Our goal is to identify and model the
structures one typically uses in argumentation about the pros and cons of alternative
positions proposed as solutions to some problem. Our approach rests on the following
�ve basic assumptions:

1. Argumentation is defeasible. There may be arguments for or against a propo-
sition, or for or against a certain choice, but this should not render the whole
system inconsistent or irrational.

2. Decision making is governed by preferences among the arguments supporting
conicting propositions. No single principle, such as speci�city, is su�cient for
resolving all conicts among arguments. Rather, the appropriate principles are
a part of knowledge of the domain.

3. As in the Pleadings Game, preferences themselves should be derivable and
subject to debate. That is, preferences are to be represented within the logical
language.

4. The arguments pro and con some choice should be weighed against each other.
As pointed out, e.g., by [8], it should be possible for two weak arguments
together to defeat a counterargument that is stronger than each of them alone.

5. As it would be di�cult to assign numerical costs to arguments, facilities should
be provided for expressing preferences qualitatively.

The Pleadings Game was built on top of Ge�ner and Pearl's logic of conditional
entailment, [5]. Conditional entailment uses speci�city alone to resolve conicts.
Although a method was found to model various other conict resolution principles
in terms of speci�city, such as the principle that later rules have priority over earlier
ones, it is not possible using conditional entailment to make speci�city subordinate
to some other principle. There are domains where this is required. In the law, for
example, Federal law has priority over State law, even when the State law is more
speci�c. Also, conditional entailment does not provide a convenient way to encode
the idea that weak arguments may join together to defeat some stronger one.

To overcome these problems and satisfy the above requirements in a more di-
rect way, we have developed a new logic, which has its roots in Brewka's preferred
subtheories [2] and, more precisely, an extension by Gadi Pinkas called penalty logic
[9]. Intuitively, a preferred subtheory of a possibly inconsistent set of premises is a
maximal consistent subset of the premises that contains as many of the preferred
pieces of information as possible. Penalty logic generalizes this idea by associating
with each premise an integer representing the cost of not taking the premise into
account. The preferred maximal consistent subsets are then those that minimize the
cost of the rejected formulas. In the context of constraint satisfaction similar ideas
have been described by [7].

Penalty logics are more general than the standard preferred subtheory approach,
in particular they o�er the possibility that several weak arguments can beat a strong
counterargument. Nevertheless they have two drawbacks:
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� They require the user to specify exact cost values.

� They do not o�er the possibility to reason about preferences.

For these reasons our approach generalizes penalty logics even further, to allow
for qualitative representations of the value of applying a default rule. Moreover, we
apply ideas from the Pleadings Game and [3] to represent preferences within the
logical language.

The rest of this extended abstract is organized as follows: Section 2 de�nes the
new logic, to be called Qualitative Value Logic. Section 3 discusses how to represent
choices and make decisions using the logic, using an example about choosing a car.
Section 4 gives another example which demonstrates how rules about priorities may
be represented. Finally, Section 5 discusses some problems and issues regarding the
logic that we will be attending in the Zeno project in the immediate future.

2 Qualitative Value Logic

In this section we �rst recall some de�nitions from earlier papers. For the sake of
simplicity we restrict ourselves to �nite propositional theories. Let F and D be,
possibly inconsistent, sets of formulas. The pair (F;D) is called a default theory.
Intuitively,F represents the certain knowledge and D is a set of default rules. F [D0

is a subtheory of (F;D) i� D0 is a maximal F -consistent subset of D. Subtheories
are exactly what Poole calls scenarios in [10].

Given a preference relation on subtheories we can de�ne a credulous and a skep-
tical inference relation.

De�nition 1 A formula p is a credulous (skeptical) consequence of (F;D) i� p is
classically entailed by at least one (all) of the preferred subtheories of (F;D).

Various ways of de�ning the preference relation on subtheories have been inve-
stigated in the literature [2, 9, 1]. The approach which is most relevant for us here
is Gadi Pinkas' penalty logic [9]. The idea of penalty logic is to associate with each
rule in D an integer representing the cost of violating the default. The user has to
specify a cost function from D to the integers. Equivalently, one can instead specify
an evaluation function, for the value of applying a default rule. We prefer this latter
alternative, to stress that the logic is intended to be used for reasoning about value
judgments.

De�nition 2 Let T = (F;H) be a default theory, and v its associated value function.
A subtheory (F;H 0) of T is preferred i� the sum of the values of the elements in H 0

is maximal.

Penalty logics require an exact speci�cation of costs or values. It would be more
convenient to be able to describe preferences in qualitative terms. Moreover, penalty
logics do not allow us to reason about the preferences within the logic. We will
therefore extend penalty logic in several ways.

First, we assume that our underlying logic contains axioms for simple integer
arithmetic. This includes an axiomatization of the integer operation + and the
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predicates = and > with their standard meanings. Since we want to be able to refer
to hypotheses, we assume the existence of a naming function that generates a unique
term for each hypothesis. The names of hypotheses can be used arbitrarily as terms
in default theories. Moreover, we use a reserved function symbol, v, to represent the
value of a default.

The de�nition of preferred subtheories now proceeds in two steps. In the �rst
step an arbitrary subtheory E of (F;D) is generated. During the generation of this
subtheory the intended meaning of >, v, and the default names is ignored.

The second step then, basically, eliminates E if it cannot be reconstructed in
a way that satis�es the priority constraints in E itself. Let us make this intuition
precise:

De�nition 3 Let T = (F;D) be a default theory, n its associated naming function,
and E a subtheory of T . An evaluation function val is compatible with E i�

E0 = E [ fv(ni) = xi j di 2 D;n(di) = ni;val(di) = xig

is consistent.

De�nition 4 Let T = (F;D) be a default theory, n its associated naming function,
and E a subtheory of T . E is an optimal subtheory of T i� there is a value function
v for D such that

1. v is compatible with E, and

2. E is a preferred subtheory (in the sense of penalty logic) of T , using v as an
evaluation function.

Note that our formalism allows for qualitative as well as numerical representa-
tions of the importance of pieces of information. Given two rules r1 and r2 we can
represent qualitative information such as v(r1) > v(r2), but we can also require that
the value of some rule be a particular numeric value, e.g., v(r1) = 142.

3 Decision Making with Qualitative Value Logic

Let us discuss how to represent and solve decision problems using this logic. Using
the terminology of issue-based information systems [4], there are three kinds of
information to represent:

Issues These are the questions to be decided or goals to be achieved.

Positions These are the alternative solutions which have been proposed for resol-
ving an issue or achieving a goal.

Arguments These are assertions about the properties or attributes of each posi-
tion, which speak for or against choosing it.
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In our version of this framework, it will also be possible to make assertions about
the relative strengths of the arguments.

Issues, positions and arguments will all be modelled by sentences of propositional
logic. To make it easier to express the relationship between an issue and its positions,
we will de�ne a choices macro. choices(n; fp1; : : : ; png) means that p1 to pn are the
only ways to achieve the goal n and that it is not possible to select more than one
alternative. Precisely:

choices(n; fp1; : : : ; png) �
:n � (:p1 ^ :p2 : : : ^ :pn) ^
n � (p1 ^ :p2 ^ : : : ^ :pn) _

(:p1 ^ p2 ^ :p3 ^ : : : ^ :pn) _
: : : _
(:p1 ^ :p2 ^ : : : ^ pn)

The choices macro basically allows us to represent the possible alternative soluti-
ons in terms of an OR-tree. The extension to AND/OR-trees is straightforward.
For OR-trees each leaf represents a possible position. For AND/OR-trees positions
are maximal sets of leaves consistent with ftree; rootg, where tree is the logical
representation of the tree and root its root.

We assume that information about the properties of the di�erent options is given
as additional facts in a qualitative value logic theory, that is we are interested in
optimal subtheories of a theory

(ftree; rootg [ F;D)

Note that optimal subtheories do not necessarily determine unique positions. To
ensure this we can add the leaves of the AND/OR tree as hypotheses and give them
cost 0. This has the e�ect that every preferred subtheory contains a position and
that positions requiring more components are not rejected for this reason.

Let us consider an example. Suppose we want to buy a car, and the alternatives
being considered are an American or European car, or a Toyota. The choice of
American cars is between a Chrysler or a Chevrolet. The alternative European cars
being considered are a Porsche and a Volvo. In our approach, these alternatives
would be represented by the following expressions:

choices(car, fAmerican, European,Toyotag)
choices(American, fChrysler, Chevroletg)
choices(European, fPorsche, Volvog)

This represents the issues and their positions. The arguments for and against each
position are expressed by rules from which the properties of each alternative can be
derived, if it is chosen. To continue with our example,

Porsche � expensive ^ fast ^ nice ^ safe
Volvo � expensive^ safe ^ :fast
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Toyota � :expensive ^ :fast ^ :nice
Chevrolet � :expensive^ :fast ^ :nice
Chrysler � :fast ^ expensive

The properties we would like our �nal choice to possess are expressed as named
hypotheses in D. We use the notation di : p to associate hypothesis p with the name
di:

d1 : nice
d2 : :expensive
d3 : safe
d4 : fast

Finally, value judgments are represented by writing equations and inequations about
the values of the di�erent goals:

v(d2) > v(d1)
v(d2) > v(d4)
v(d1) + v(d4) > v(d2)

That is, price is more important than being either nice or fast, but a car which is
both nice and fast will be preferred regardless of price.

By putting the information about the possible choices (i.e, the decision tree and
its root) and their properties in F and the properties of the ideal choice in D,
Qualitative Value Logic can be used to derive both the optimal choices and their
properties. It is not di�cult to see that every value function satisfying the value
constraints will prefer the Porsche over the Volvo and Chrysler since the Porsche
satis�es the same goals and more (note that it follows from our value constraints
that all values are greater than 0). Similarly, the Toyota will be preferred over the
Chevrolet, because the Chrevolet, it has been assumed, is not nice.

The �nal decision is determined by the additional preference information we
have: the Toyota satis�es d2, but the Porsche satis�es d1 and d4, which together
have been assumed to outweigh d2. For this reason the single optimal subtheory
contains Porsche, the car you always wanted to buy.

4 A Legal Example

The example above about choosing a car to buy does not demonstrate the full power
of Qualitative Value Logic, in particular how to represent principles for ordering
competing rules or arguments. This section will show how this can be done, using
the legal ordering principle mentioned in the introduction, that Federal law has
priority over a conicting State law, even when the State law is more speci�c.

We use predicates for expressing information about the relative speci�city and
source of some rule:

federal-law(r1)
state-law(r2)
more-specific(r2; r1)
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Here, r1 and r2 are assumed to be the names of two propositions, using the naming
convention introduced previously. The example is intended to mean that r1 is Federal
law, r2 is State law, and that r2 is more speci�c than r1.

Let us now express the principle that federal law has priority over state law,
and that more speci�c rules have priority over more general rules. As the version of
Qualitative Value Logic we have presented here is propositional, we will use propo-
sitional schemata to express generic rules and names. Schema variables are denoted
here by x and y.

lex-superior(x; y) : federal-law(x) ^ state-law(y) � v(x) > v(y)
lex-specialis(x; y) : more-speci�c(x; y) � v(x) > v(y)

We further assume that the following fact solves conicts among the latter two rules:

v(lex-superior(x; y)) > v(lex-specialis(y; x))

Now if federal-law r1 and state-law r2 are compared other things (values) being equal
the federal law is preferred, even if the state law is more speci�c.

5 Coming Attractions

Qualitative Value Logic is an important step towards the goals we stated in the intro-
ductory section. Nevertheless, a number of important issues remain to be addressed
in the near future:

1. Qualitative Value Logic makes it possible to express information about the
value of accepting a certain hypothesis in the logical language. Our two ex-
amples have shown that this expressiveness can be used to reason about the
degree to which a decision satis�es our goals, and on the other hand to reason
about the quality of arguments. This can be viewed as a qualitative treat-
ment of utilities and probabilities, respectively. A qualitative decision theory
would obviously have to integrate both notions. This cannot be done by simply
throwing the di�erent types of information together. For instance, the default
information that for a certain type of car the service is normally bad should
not be overridden by giving high value to the goal of having good service. To
avoid obvious wishful thinking, a more sophisticated treatment is necessary
where the default properties of di�erent options are established �rst and then
evaluated against each other.

2. The problem of testing whether a proposition is derivable from a default theory
in Qualitative Value Logic is clearly intractable, even when it is limited to
propositional logic, as in this paper. This is so, as �nding the maximally con-
sistent subset of the defaults requires testing propositional satis�ability, which
is known to be an intractable problem. This is a serious problem, as our inten-
tion is to use the logic in a mediating system, where the system must decide in
some reasonable period of time whether or not some move is permissable. We
have some ideas about how to solve this problem, by using discourse norms to
distribute the burden of proof among the participants, rather than requiring
the mediating system to solve such problems. This approach was also used in
the Pleadings Game.
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3. In this abstract we concentrated on the basic logical level of our intended
system. The �nal paper will contain more information about the other two
layers of the Zeno system. In particular, we intend use the logical formalism
presented here not only for representing knowledge of the domain of discourse,
but also to reason about permissions and obligations in the discourse game,
that is at the third level.
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